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Abstract 

The deployment of information and communication technologies in vehicles and into the transportation 
infrastructure in general, holds the promise of significant improvements to traffic safety and efficiency. The ETSI 
ITS-G5 standard presents itself as a viable and already available solution, to enable such intelligent social and 
mobility scenarios in the near future, including cooperative and autonomous vehicle platooning. However, the 
usage of wireless communications in safety-critical scenarios poses several challenges, and their reliability and 
safety must be adequately tested and validated. To do this, the safety concerns and cost of relying on real vehicles 
is prohibitive for early deployments. A solution lies in the use of robotic platforms, since these are relatively 
cheaper and allow to partially test real platforms and components, as well as different control mechanisms. This 
work presents the development of a 1/10 scale Cooperative Platooning Robotic Testbed with such aim. Real ITS-
G5 On Board Units (OBU) were integrated in the vehicles for communications support and a cooperative control 
algorithm that solely relies on communications was successfully implemented. 
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Abstract—The deployment of information and communication
technologies in vehicles and into the transportation infrastructure
in general, holds the promise of significant improvements to
traffic safety and efficiency. The ETSI ITS-G5 standard presents
itself as a viable and already available solution, to enable such
intelligent social and mobility scenarios in the near future, in-
cluding cooperative and autonomous vehicle platooning. However,
the usage of wireless communications in safety-critical scenarios
poses several challenges, and their reliability and safety must be
adequately tested and validated. To do this, the safety concerns
and cost of relying on real vehicles is prohibitive for early
deployments. A solution lies in the use of robotic platforms,
since these are relatively cheaper and allow to partially test
real platforms and components, as well as different control
mechanisms. This work presents the development of a 1/10 scale
Cooperative Platooning Robotic Testbed with such aim. Real ITS-
G5 On Board Units (OBU) were integrated in the vehicles for
communications support and a cooperative control algorithm that
solely relies on communications was successfully implemented.

Index Terms—Cooperative Platooning; Robotic Testbed; Intel-
ligent Transportation Systems;

I. INTRODUCTION

The Vehicular Platooning ITS (Intelligent Traffic Systems)

scenario is becoming an increasingly hot topic considering its

promise for improving traffic safety, efficiency and achieving

reduced fuel emissions, by exploring the advantages of having

groups of vehicles moving closer together. In these scenarios

road capacity is increased, while in parallel, traffic congestion

declines. For the same reason, emissions fall, due to the re-

duction of the air resistance, [1], even in high traffic scenarios

[2]. This positively impacts several societal aspects, generating

an overall improvement in quality of life [3]. However, the

literature is clear in pointing out the absolute relevance of

supporting vehicle to vehicle (V2V) as well as vehicle to

infrastructure (V2I) communications, to optimize the control

of these agents, supporting what is known as Cooperative Ve-

hicular Platooning (CoVP) [4], where each following vehicle

uses information from its own in-vehicle sensors, in addition

to data received from the leader vehicle, to cooperatively

measure and adjust its position, based on the speed, direction

and acceleration of the preceding vehicle. However, just as
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(Portuguese Foundation for Science and Technology), within the CISTER
Research Unit (UIDB/04234/2020); by FCT and the EU ECSEL JU under the
H2020 Framework Programme, within project ECSEL/0002/2015, JU grant nr.
692529-2 (SAFECOP); also by the Operational Competitiveness Programme
and Internationalization (COMPETE 2020) under the PT2020 Partnership
Agreement, through the European Regional Development Fund (ERDF), and
by national funds through the FCT, within project POCI-01-0145-FEDER-
032218 (5GSDN).

Fig. 1. Platooning Testbed running

V2X communication can improve platooning safety [5], via

the introduction of an additional information sources, its usage

also raises some challenges concerning the reliability and

security of communications and its impact on traffic safety

and efficiency [6], [7]. In fact, several negative impacts can

be observed in platooning control given some communications

problems, such as packet loss, and transmission delay [8].

Therefore, there is the need to implement monitoring tools

or safety mechanisms in CoVP, as proposed in [9], to increase

the safety of these systems. Importantly, extensive testing and

validation must be carried out to understand the safety limits

of these systems.

With this objective, different approaches can be followed.

Relying on simulation software [10], [11] is the most common

and economic approach for analysing these issues. However,

although the ability to easily scale the system can be con-

sidered as a significant advantage, the fact that these do not

encompass the processing characteristics or constraints of real

platforms reduces its effectiveness. To partially address this,

several efforts have been carried out to integrate simulations

with Hardware in the Loop (HiL) [12] and even to deploy in

real cars [13]. However, such tests are expensive and difficult

to escalate. In the middle-ground of such test and validation

options, robotic testbeds appear as a good solution, considering

that due to its flexibility, they can integrate with different

platforms that are to be deployed in vehicles, can be deployed

indoor in controlled environments, and can partially replicate

a realistic scenario at a fraction of the cost of a real vehicle.

In this work, we present a 1/10 scale Cooperative Robotic

Testbed Platform (RoboCoPlat), which integrates with ETSI

ITS-G5 [14] embedded communications OBUs. The proposed

testbed supports the deployment of different test scenarios in



a indoor or outdoor environment, in a reduced area.

With such testbed it will be possible no only to test and

evaluate different control algorithms and the communications

performance, but also to test, validate and demonstrate new

mechanisms that can improve the behaviour of the system,

while implementing them in platforms that are much closer to

a real vehicle. This will enable us to deduce safety measures

from tests in a controlled environment, in multiple path

configurations, and with the possibility to add new vehicles

at a relatively low cost, compared with real cars.

The main contributions proposed in this work are: (1)

The development of a flexible robotic testbed platform called

RoboCoPlat, which can integrate with different technologies

and sensors; (2) Integration of an ETSI ITS-G5 OBU to enable

V2V communications; and (3) implementation and test of a

cooperative platooning control model. To our best knowledge,

there are no ITS-G5 enabled robotic platooning testbeds in

the research community or otherwise, designed to develop, test

and validate cooperative platooning and enabling technologies.

II. RELATED WORK

There are several works on vehicle platooning, however, few

instantiate their proposals over real hardware deployments. In

this section we focus on practical implementation, particularly

on robotic testbeds. The authors of [15] developed a low-

cost testbed that can be implemented in different models of

vehicles in order to test different control algorithms to follow

trajectories autonomously. The proposed testbed does not

support V2X communications, but instead a communication

link to monitor the vehicle status. Thus, in this work, the

only platooning enabler are the on-board sensors. The testbed

developed in [16] presents the same limitations. The main

focus is pointed at the evaluation of the specific components

of each vehicle and not on the communications or interactions

between the vehicles. Another robotic testbed platform is used

in [17]. This testbed relies on the HoTDeC hovercraft, devel-

oped at the University of Illinois. It allows the implementation

of different control models in order to simulate vehicles and

their behaviors, sharing data between them. This platform

is quite flexible and has been used in different projects,

allowing some tests with cooperative driving. However, the

vehicle dynamics are quite different from a traditional car,

and the communications have no similarity with ETSI ITS-G5

standard or any other communication technology that can be

considered a candidate to support these systems. This project

uses a camera as a central controller to define the position of

each vehicle and send information to the vehicles using WiFi

with ZeroMQ messaging system. Choosing the right communi-

cations technology is of great importance considering it plays

a decisive role on the performance of the control system. A

similar testbed is developed in [18], using vehicles in a scale

of 1:14 for trucks and 1:10 for passengers cars. The authors

present a small-scale testbed for automated driving, that also

allows the implementation of different control strategies, even

for platooning. However, the implemented platooning in this

testbed is not cooperative and only relies on local information.

At Arizona State University, a group of researchers [19]

developed the vehicular cloud robots (VC-bots) testbed, which

aimed at enabling an open platform for both research exper-

iments and education services on VANET, vehicular cloud

computing infrastructures and future smart vehicles applica-

tions. In this work, the vehicles are setup from different

robotic platforms in order to simulate different models of

cars. This platform is quite flexible, allowing the development

of different cooperative platooning strategies [20]. However,

the communication between the vehicles is based on WiFi

networking, what is significantly different from the ITS-G5

standard for vehicles communications. This project features

separate control systems for the longitudinal and lateral con-

trol. Longitudinal control is enabled by WiFi communication,

while the lateral control is performed by means of camera

vision. Instead we would like to have fully communications-

assisted platooning, longitudinal and lateral.

In [21], the authors developed a system that uses 5G

ultra reliable and low-latency communications (uRLLC) for

deploying cooperative tasks. In this work, the objective was

to design a V2X communication platform, that allowed flexible

reconfiguration within a short frame structure, rapid real-time

processing, and flexible synchronization. This system was

integrated in an autonomous vehicle in order to test coopera-

tive driving scenarios, such as semi-simultaneous emergency

brake. However, this testbed is limited, as it only targets the

communications platform and it is oblivious of the potential

impacts upon a cooperative controller.

In contrast to the above mentioned works, our testbed

provides clear advantages: (1) it relies on ROS for enabling

new sensors and platforms integration, which increases its

flexibility and reconfiguration options, and its integration with

simulation software. This allows the initial development of a

control model in a simulator over a ROS environment, and

to bring it to life in the robotic testbed in a comprehensive

and continuous integration effort; (2) it integrates a true

communications OBU (ETSI ITS-G5) which will enable the

field trial of different communication scenarios in parallel with

different cooperative control algorithms, to better study its

inter-dependencies in terms of safety; (3) it is cheaper than

any other deployment with real-size autonomous vehicles, thus

the number of vehicles can easily be increased; and (4) it is

highly portable, and can be easily deployed in a new indoor

or outdoor environment, in different track configurations. The

current version of RoboCoPlat with three cars (a leader and

two followers) is presented in Figure 1.

III. ROBOTIC TESTBED: VEHICLE STRUCTURE

Each vehicle of our testbed is based on the F1tenth vehicle

architecture [22], an open-source autonomous cyber-physical

platform, with some additional sensors. This high-performance

autonomous vehicle architecture was designed as a means

to short-circuit the access to autonomous driving deployment

and validation via an affordable vehicle solution with realistic

dynamics i.e. Ackermann steering and ability of traveling at

high speeds i.e. above 60 km/h. Besides this shared objective,

this is a proven architecture that has been also supporting the



Fig. 2. Hardware Architecture

F1tenth autonomous racing competition of 1/10 scale racing

vehicles, on which teams are invited to test their perception,

navigation and control algorithms, in time trial or head to head

competition formats.

A. System Architecture
We use the Traxxas RC Ford Fiesta ST as base vehicle for

integrating all the platforms, sensors and actuators to enable

an fully autonomouss vehicle. The RoboCoPlat architecture is

presented in Figure 2, and is replicated among all the vehicles,

with exception of the first vehicle which also features a Lidar

for enabling improved SLAM capabilities. In this architecture,

the central component is the Nvidia Jetson TX2 [23], that is

a fast, power-efficient embedded AI computing device. This

7.5-watt computing platform, features a 256-core NVIDIA

Pascal GPU, 8GB of DDR memory and 59.7GB/s of memory

bandwidth. It has a eMMC 5.1 storage with 32 GB and a Dual-

Core NVIDIA Denver 2 64-Bit CPU and also a Quad-Core

ARM®Cortex®-A57 MPCore. This processing component is

responsible for computing all the data input e.g. from sensors

and OBU, and applying the developed algorithms. As this

element doesn’t provide a direct interface to the vehicle’s

motor and servo, we setup a Teensy 3.2 to convert the speed

and steering angles of the vehicle into PWM’s signals to

actuate on the motor and servo i.e. for speed control and

direction. A Cohda Wireless MK5 OBU is also integrated in

the architecture via and ethernet connection to the Jetson TX2.

More details about the integration will be provided next.

The operating system running on the Jetson TX2 is Linux

Ubuntu 16.04.6 Xenial. The ROS-based system implements

the processing pipeline to enable the execution of the pla-

tooning algorithms, by relying on additional ROS packages

such as Zed Python API, Vision OpenCV and Razor IMU

9dof. The zed python mechanism is responsible for providing

camera image processing which is latter used to enable visual

odometry. This architecture is presented in figure 3, where

the SRC container has the principal nodes designed to control

the movement of the vehicles. The communication with the

peripherals is provided by Serial Talker and Range Finder

nodes, while the Car State node collects the data from the

sensors and computes the position of the vehicle. There is an

specific node that calculates the angular speed of the vehicle,

using the information provided by the IMU, Angular Speed

and a node responsible for the platooning control of the

Fig. 3. Software Architecture

vehicle, Platooning Controller, on which we can implement

different algorithms.

B. Control Algorithm

The platooning model implemented in this project follows

the same approach as the one developed in [11]. Its simplicity,

and the fact that it solely relies on communications to achieve

platooning, seemed interesting to better explore in the future

the communications’ performance impact over the platooning

service. The platoon is constituted by a Global Leader (GL),

which is manually driven, and by the follower vehicles (F), so

that for each vehicle besides the GL there is the possibility

to be both a local leader (LL) and a follower. In other

words, in a platoon composed of a Global Leader V0, and

by several identical autonomous vehicles Vi with i ∈ [1, n],
V0 is responsible for establishing the trajectory and speed of

the platoon. A vehicle Vi is a follower of the vehicle Vi−1 and

a local leader of the vehicle Vi+1, as presented in Figure 4.

As presented in [11], the controller is divided into longitu-

dinal and lateral control. Both are based on PID controllers,

where the longitudinal one is responsible to keep the inter

distance between Vi and Vi+1 using the the global coordinates,

(latitude and longitude, xi, yi) and the speed (si) of the local

leader, and the global coordinates and speed of Vi+1. The

lateral controller is responsible for the adjust of the follower

orientation through steering action. The lateral controller of

Vi+1 compares his heading, hi+1 with the heading of the local

leader, hi in time t. The PID controller was suitable in this

application given the almost constant speed of the vehicles

during most of the circuit. Also, the speed adjusts are not very

abrupt, keeping the acceleration constraints of the system.

The controller is one of the components of the software

architecture presented in figure 3. As a multi-use testbed, the

controller of RoboCoPlat can be replaced by any other control

model in future works.

C. Inter-vehicle Communication Architecture

To enable V2V communications we integrated Cohda Wire-

less MK5 [24] ETSI ITS-G5 compliant OBUs in the vehicles.

Each MK5 OBU in vehicles transmit data to other OBUs



Fig. 4. Communication Model

in a defined range using through broadcast messages. The

integration between the Jetson TX2 and the OBU system

was carried out by developing a MK5/ROS Bridge software

module, taking advantage of the ROS publish/subscribe ar-

chitecture, using TCP sockets. This structure, presented in

Figure 5, was called MK5/ROS bridge, and provides a bi-

directional communication between ROS systems, whether

they are simulated or not, and the MK5 OBUs. On the OBUs

side, the received messages from the ROS topic containing the

vehicles information, including its position, heading and speed,

are processed by the bridge and passed to the Message Broker,

which then handles it, and passes the relevant information to

the ETSI modules, to fill in the necessary information at the

standardized message containers. On the follower’s side, the

platooning system subscribes to the topic published by the

ROS/MK5 bridge, and upon message reception, captures the

position of the other elements of the platoon, including its

local leader.

Fig. 5. MK5/ROS Bridge

Exchanged messages between the OBUs in RoboCoPlat are

periodical and inform the current position and status of its

source ITS host. In this setup, messages are sent in a 5Hz
frequency, that can be adjusted in different scenarios. The

Protocol Data Unity, PDU, of the messages can be observed

in Figure 6. This figure presents the basic structure of the

messages that are transmitted by the vehicles. The basic

container indicates the sender of the message and is set with

the OBU configuration. The high frequency container contains

the vehicle information that will be used in the platooning

controller.

Fig. 6. Message Container

D. Localization

Although the integrated OBUs feature an embedded GPS

module, the main objective was to deploy the testbed in

a controlled indoor environments, without requiring external

localization sources to the vehicle. Thus, in order to implement

cooperative platooning, it was necessary to compute the spatial

Fig. 7. Odometry Error

position and orientation of the vehicles, as such information

is passed to the follower vehicle so that it is able to repeat

the leader’s trajectory. Although the leader is fitted with a

Hokuyo10LX Lidar for improved performance, to keep the

cost of remaining vehicles low, we decided not to implement

Lidar on the follower vehicles. Instead, the current version of

RoboCoPlat uses the ZED stereo camera [25] visual odometry

and an IMU [26] for detecting vehicle position and speed. In

order to increase the precision of the odometry, a fusion of the

data provided by those sensors was done using an Extended

Kalman Filter (EKF). Several laps were carried out on an oval

track to assess the effectiveness of the solution. At the end of

each lap, the actual position of the vehicle was compared with

the position indicated by ego vehicle. As expected, this error

increases with the number of laps if one relies only on visual

odometry. The obtained results presented in figure 7 show a

minor error of a few centimeters for this solution. This test

was performed with a mean of the obtained values of 10 tests

of 5 laps each.

IV. EXPERIMENTAL VALIDATION

In order to test the overall cooperative platooning system,

an example scenario is outlined and demonstrated in figure 8.

The local leader travels on a designed path at constant speed

of 1.0m/s, while continuously providing to the followers, via

the OBUs, relevant information such as linear and angular

position, speed and steering angle as presented in Figure 6.

The follower receives this information and uses it to adjust

its longitudinal and lateral motion, keeping a safe distance

to the leader. The target distance between the vehicles is set

as 3.0m. The initial distance between the cars is 2.0m. The

global position of the vehicles is defined in terms of cartesian

coordinates that represents latitude and longitude of them.

For the sake of analysing the system’s response and preci-

sion, we setup the control system to carry out synchronized

distance and orientation adjustment, meaning the follower

vehicle follows its leader by maintain the target distance

and applying the necessary lateral corrections to mimic the

behavior of the preceding vehicle in terms of orientation and

speed. Figure 9 depicts the path traveled by the leader and

the follower (car2). It is possible to observe that the follower

keeps the distance for the leader, adjusting its position with

an average error close to 0.5m. The distance between the



Fig. 8. Platoon’s path

Fig. 9. Platoon’s Trajectory Comparison

vehicles is defined as the Euclidian distance between the global

position of the vehicles in the time t. The measured error is

the difference between the desired distance and the measured

distance. This graph demonstrates that the followers are fed

with the leader’s information within acceptable latency to

perform the control action while keeping the safety distance

thus avoiding collisions.

The leader also performs a ”S” movement and the follower

is able to repeat the movement with minor differences. Figure

10 presents the comparison between the Leader and the

Follower’s heading values. Here, it is possible to observe that

the follower performed the orientation adjustments roughly

in parallel with its leader vehicle due to the timed arrival of

information. However, this will be changed in future imple-

mentations, so that corrections are made only when the right

leader position at which the information originated is reached.

In order to compare the performance of the cooperative

platooning with a non-cooperative version, we implemented

non-cooperative platooning i.e. restricted to local sensing only,

and had the platoon follow the same path. In this case, we

relied upon the the stereo camera to detect a stop sign that

is attached at the rear-end of the leader using Yolo V3 [18],

compute its position in the image and then to input it to a

PD controller. This local information was also aided by a

Fig. 10. Comparison of the Leader and Follower’s Heading Values over time.

Fig. 11. Summary of Distance Errors

set of additional range finders and sonars to complement the

camera vision strategy, when for some reason e.g. vibration,

the vehicles were not able to detect the sign. The tests with

non-cooperative platooning where carried out with the leader

at a constant speed of 1.0m/s.

The longitudinal and lateral errors in the tests with co-

operative and non-cooperative platooning can be analysed

in Figures 11 and 12 respectively. Both average errors are

smaller when using communications instead of local sensor

information. In longitudinal error, the improvement is in the

order of 1.5% and in the lateral error is in the order of 20%
in the same conditions - the leader running in 1.0m/s. The

improvement in longitudinal errors in cooperative scenarios

is not significant given the constant speed of the leader. We

Fig. 12. Heading Errors Summary



believe that by varying the speed in the leader, we would

obtain a more significant results in favor of the cooperative

strategy. However, the improvement in the lateral control is

much more perceptive. By receiving the leader’s information

via the OBUs, the delay between detecting a change in

orientation and actuation upon the follower’s lateral control

is much shorter. In several platooning studies, lateral control

is not taken into account, given the different techniques to

keep the vehicle in a lane. However, often, lane markings

are not visible, which can jeopardize the correct operation of

system. Therefore, we believe it will be quite useful to explore

the proposed algorithm, or similar, as this will increase the

stability and the safety of the platooning.
V. CONCLUSIONS AND FUTURE WORKS

This work presented a flexible and scalable Robotic Testbed

Platform called RoboCoPlat, directed at the development of a

cooperative platooning solutions based on the ETSI ITS-G5

protocol, and encompassing real OBUs. In order to provide

a stable communication between the ROS and the OBUs,

a bridge software module was developed and implemented.

The cooperative capability of the testbed was successfully

demonstrated showing that it is possible to implement a

successful cooperative platooning solution, by only relying on

communications instead of local information. In parallel, we

implemented a non-cooperative solution and demonstrated that

cooperative platooning presents lower absolute errors, which

leads to a stabler behavior.

We believe this testbed has the potential to support a series

of important research activities in the near future, by enabling

the analysis of the interdependence between communications

and control, in particular by pushing the performance limits of

the ITS-G5 stack. In addition, there is an ongoing project with

and industrial partner, towards the integration and validation of

a runtime monitoring architecture for increased safety in this

kind of ITS scenarios. To accomplish this, other more complex

scenarios such as higher speed slalom are being implemented.
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