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Abstract

With the increasing number of computation nodes integid in multi and many-core platforms, networ&n-chips
(NoCs) emerged as a new communication medium in systems-chips (SoCs). HopliteRT is a new NoC design that
was recently proposed to address the needs of real-timessyms whilst respecting the constraints of field-
programmable gate array (FPGA) platforms. In this article,: & introduce priority-based routing in HopliteRT; 2)
change the network topology in order to improve the pasts 19 worst-case traversal time (WCTT); 3) identify a
flaw in the existing timing analysis of HopliteRT; and d¥velop a new timing analysis that is proven correct.aV
also show by means of experiments that the modifications of HOpRT proposed in this article allows for at least
2x improvement on the worst and average case traverstime of high priority packets, without impacting the
quality of service of low-priority packets. The timing progies of high priority flows are greatly improved for
negligible additional hardware costs. The proposed NoCshbeen implemented in Verilog and synthesized for a
Xilinx Virtex-7 FPGA platform.
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HopliteRT*: Real-Time NoC for FPGA

Yilian Ribot Gonzalez and Geoffrey Nelissen

~ Abstract=With the increasing number of computation nodes Concurrently to the growing complexity of SoCs, the capa-
integrated in multi and many-core platforms, network-on-chips  hijlity improvements of eld-programmable gate array (FPGA)
(NoCs) emerged as a new communication medium in systems-on-matmrms, and their exibility to implement any digital func-

chips (SoCs). HopliteRT is a new NoC design that was recently ti lity b . ble el ts h
proposed to address the needs of real-time systems whilst respect- lonality by programming recon gurable elements, have pro-

ing the constraints of eld-programmable gate array (FPGA) Moted FPGAs as a valid alternative to application-specic
platforms. In this article, we: 1) introduce priority-based routing  integrated circuits (ASICs) for the development of custom-
in HopliteRT; 2) change the network topology in order to improve  made SoCs. FPGAs allow designing systems with a high
the packets’ worst-case traversal time (WCTT); 3) identify a aw degree of parallelism and high data processing rate at a

in the existing timing analysis of HopliteRT; and 4) develop a hew . .
timing analysis that is proven correct. We also show by means relatively low cost. A complete SoC composed of multiple

of experiments that the modi cations of HopliteRT proposed in  SOft-core processors [i.e., multiprocessor SoC (MPSoC)] may
this article allows for at least 2x improvement on the worst be implemented on an advanced FPGA (e.g., [3]). However,

and average case traversal time of high priority packets, with- the number of soft-core processors that may be embedded is
out impacting the quality of service of low-priority packets. The i mited by the capacity of such platforms (i.e., limited by the

timing properties of high priority ows are greatly improved )
for negligible additional hardware costs. The proposed NoC has number of FPGA' recon gurable elements, called LCs). Most

been implemented in Verilog and synthesized for a Xilinx Virtex-7 FPGAs do not supply enough resources to embed complex
FPGA platform. NoCs together with a large number of PEs.

Index Terms—Field programmable gate array, network-on- .The literature on NoCs is gxtenslve. NoCs can differ con-
chips, real-time embedded systems, systems-on-chips, timingSiderably depending on their design features. Most of the
analysis. proposed solutions that present suitable properties for real-
time systems (i.e., those with deterministic behaviors and
bounded worst-case timing properties) with dynamic traf c
I. INTRODUCTION oo : ;

rely on wormhole switching [4] with virtual channels (VCs),
YSTEMS-ON-CHIPS (SoCs) are usually composed Qfnd often implement some sort of priority-driven routing arbi-
everal, possibly heterogeneous, processing elemepi§ion. VCs are buffers located in the input or output ports of
(PES). In order to communicate, PEs used to rely on sharggch router. They allow storing its (identically sized elements
busses. However, due to the large increase of on-chip elgop which packets are divided) coming from different ports
ments during the last decade, communication through shajge parallel fashion and then decide which one should be sent
busses is not an appropriate solution for such platforms amysed on their priority. VCs are the backbone of the most com-
more. Indeed, at most one node can take control of a bus 3fgn real-time NoCs arbitration policies that have been studied
transmit data at eaCh CyCIe. Th|5 causes a bOtt|ene_Ck fO_r thethe real-time Systems' e_g.’ [5] and [6] These Strategies
overall system. Network-on-chips (NoCs) have been identi egevelop powerful NoC infrastructures with bounded WCTT
to transmit messages in parallel. As discussed in [1] and [Z,ffers and VCs increase the overall power consumption of the
NoCs h_ave remarkable scalability, pa_rallellsm, and re_usabllﬁyatform; and 3) their complexity renders their analysis com-
properties, and help meet system-wide power requiremenifay as evidenced by the number of issues that were recently
Nevertheless, the use of NoCs in real-time systems requitiS§covered and exposed in [7]-[10].
also that their transmissions respect timing constraints. Most prominently, NoCs based on VCs such as those men-

Manuscript received April 17, 2020; revised June 17, 2020; acceptgﬁned above require around 100000 LCs to implemented 8
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requirements. However, even though it bounds the packstdl implement such NoC in a real platform. Alternatively,
WCTT, in the worst-case scenario it may still require a itGiroudot and Mifdaoui [25], [26] addressed most of the
to travel through every router in the network before reachirgnitations of the previous work by proposing a worst-case
its destination. HopliteRT also treats all packets identicallfiming analysis of wormhole NoCs using network calculus.
i.e., it does not allow to associate different priorities, and thdBAMC [5] is another wormhole-based NoC designed specif-
the quality of services to different packets. ically for mixed-criticality systems that use the back suction
Contribution: In this article, we propose a new NoC designow-control to implement service guarantees.
called HopliteRT* that keeps the advantages of HopliteRT Hoplite is an inexpensive NoC design rst proposed in [11]
while improving its real-time capabilities. The main contriand [27]. Its routing policy is built upon the concept of de ec-
butions of this article are as follows. tion to avoid the cost of packet buffering, which makes it
1) To propose a solution to reduce the WCTT of a packetompact but does not allow to provide a bounded WCCT.
2) To introduce a notion of quality of service in the routingrhus, it is not suited to real-time systems. Introduced in [12],
policy. HopliteRT is a variant of Hoplite that introduces: 1) a new
3) We identi ed a aw in the timing analysis of HopliteRT routing protocol to prevent unbounded traversal times and
and present a counter example. 2) implements a traf c injection regulation protocol at each PE
4) We propose a worst-case communication time (WCCT) order to avoid resource starvation. Thus, HopliteRT keeps
analysis of HopliteRT*. the simplicity of Hoplite while ensuring bounded communi-
5) We implemented our NoC in Verilog (a hardwareation times for all communication ows. Finally, HopliteBuf
description language) that can be instantiated on a rémlan evolution of HopliteRT that completely eliminates the
FPGA platform. notion of de ections and provides in-order packet deliv-
6) We present evaluation results of our new design agairsty [28]. However, it requires to add large buffers in each
related work in terms of hardware requirements ambuter and hence increases the resource and power require-
computed WCCT bounds. ments of the NoC. The WCTT guaranteed by HopliteBuf is
As discussed later in Section VI, contribution 4) showslentical to that of HopliteRT.
that the changes introduced by contributions 1) and 2) allow
the transmission of high priority packets to be, in the worst- I1l. SYSTEM MODEL
case, tyvice as fast_as in the qriginal Hoplit.eR.T design without |, this article, we assume a system composednoPEs
!mpactlng the quality of service of Iow'-pr|or|ty packets, anq 1...., m} organized in a torus of siz x S,. Each PE
in the average case, to be up to four times faster. « is connected to a different rout&. The coordinates of
the PE g (and its routerRy) in the torus are(Xg, yk) with

Il. RELATED WORK 0 X<Sand0 w<S,. o
Each PE g injects a set ofny communication ows

Several NoC designs based on time-triggered routing arpilz ={f1,2,..., fn } into the network. A communication ow
tratlop protocols have bpen proposed over the years to addrﬁa§§ de ned by the tuple{xi), Y';y Xid’ yl;:i’ pri;, G, Ti}. A com-
real-ime systems requirements (e.g., [13] and [14]). It allowg nication ow f; generates a potentially in nite number of
to isolate the timing properties of different ows by allocat'packets that are injected at coordina(e{g, yio) of the NoC
ing precalculated transmission slots to them. This approaghy must reach the PE at coordina(x'g, yid)_ f, respects a
is extremely reliable and especially suited to critical systemgyinimum interarrival timeT; between the generation of every
However, they require to know the complete system Speciy,q packets. Each packet sent by dis divided inG; its
cation at con guration time and does not allow to adapt tg5¢ are sequentially injected in the network. Each it has a
changes in the system workload at runtime. size Syt (in bits). We assume that all the routing information

Several works [15], [16] have been published on thg gncqded in each it of the packet, i.e., there is no distinction
analysis of wormhole switching NoC with shared VCS @§eween header, body, or tail its. The routing information is
found in many CQTS mglu/many-core platforms, e.g., Kalra}fomposed of the coordinates of the destination PE, and 1 bit
MPPA [17] and Tilera Tile [18]. _ encoding the priority prio(equal to high or low) of the asso-
~ Shi-and Burns [19] proposed a WCTT analysis for a reakjaied ow. We denote the sets of high and low priority ows
time NoC adoptlng a xed prlorlty preemptlve routlng protocolas hp= {fl | prioi - hlgh} and |p= {fl | prioi - |0W}
in which each priority level is assigned its own VC. Several
variations of that NoC and its analysis were proposed over IV. BACKGROUND
the years, for instance, handling the case where several ows , . ,
share the same priority [20], changing the routing policy to In this sgcuon, we reca_II gseful prop.erye.s of HopliteRT and
EDF [21], or supporting communication ows with differentPove that its published timing analysis is incorrect.
criticality levels [22], [23]. However, the complexity of the ) )

NoC design and its routing policy led to several issues fiy HOPIiteRT Routing Protocol

their analysis [7]-[10]. To try to avoid the problematic cases Introduced in [12], HopliteRT is a variant of Hoplite that
mentioned in those publications, Nikolat al. [24] recently provides an upper bound on the WCTT of packets. HopliteRT
proposed a new type of NoC relying on a global arbitramplements a modied version oK-Y routing [a type of
tion protocol centered around a CAN bus shared betwedimension ordered routing (DOR)]. Packets rst travel east
all routers. Theoretical results are promising but one musibong thex-axis until they reach a router with the sarxe
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N cﬂ }A (\ Lﬂp PEs to be inde nitely blocked because of unfair use of the
w » - bandwidth by other PEs.
> © »E ) | Deflected
PEI o <Ba F]—27 =
- ' B. HopliteRT Router Architecture
RERS 55 0 5= . In HopliteRT, a router is impl_emented using two mul-
\ =/ tiplexers of three inputs [see Fig. 1(a)]. HopliteRT takes
THPEO s R R .y advantage of the possibility dfacturing the lookup tables
Y Gﬁf‘ =7 = =7 (LUTs) of modern FPGAs (i.e., the possibility to use a sin-
(a) (b) gle LUT to implement two functions that would normally

require two different LUTS) to reduce the implementation cost
Fig. 1. Hoplite and HopliteRT designs. (a) HopliteRT router. (b) HopliteRT'®f the expensive crossbar multiplexers. The modern families of
routing policy. Xilinx FPGAs present 6-inputs LUTs that can be fractured in
two 5-inputs LUTs sharing the same ve input signals. Since
each 3:1 multiplexer can be implemented with a 5-inputs LUT,
the two multiplexers of the router can be implemented with a
[ Input requests [ Routing decisions | Explanation | single 6-inputs LUT.

W—E+N—-S | W—-E+N—S | No contention.
W—-S+N-—S W — S+ N — E | Conflict over the S port.
W — S requests wins. N

TABLE |
ROUTING TABLE OF HOPLITERT

C. HopliteRT Worst-Case Traversal Time

packet is deflected. The WCTT wectt of a it transmitted with HopliteRT
N—-S+PE—E | N—S+PE— E | No contention. . . .
W S E+PE—S | WS E+PE—S | No contention. between two nodes with coordinaté, yo) and (xg, yd) in
W—=S+PESE | W—>S+... Not allowed. PE cannot a torus of size5, x §, is given by (1) (in clock cycles) [12]

inject its packet.

wett= hy+ hy+ hyx § + 2 @

where hy and hy are the distances traveled by the packet on
coordinate than their destination. The packet then turns sotitle x- andy-axes, respectively, when it does not contend with
to travel along they-axis until their destination. HopliteRT’s any other packet (i.e., without any de ection). Then
routing policy differs fromX-Y routing in that it allows pack- .
ets to be “de ected” east while traveling south. A de ected Mo = (Xd§ %o+ SJ modS @)
packet must then travel along tixeaxis again until reaching hy= YaSYo+$§ modS 3)
the same router where it was de ected and resume its jour
south. Speci cally, a packet may enter in a router byNts\W,
or PE port [see Fig. 1(a)]. Packets entering by Yieor PE

Nfhere mod is the modulo operator.
The term(hy x S;) in (1) accounts for the total cost of

_potential de ections; according to HopliteRT’s routing policy,
port may request to go to thor E output port. Packets enter a packet can be de ected at mosy times and each such

ing by theN port may only request th& port. The packets de ection increases the packet’s traversal time &yhops.

injected by a programming element through the PE port alw ., . L
have the lowest priority and must wait for the requested p?jﬁﬁe two additional hops in (1) represent the injection of the

; - "Mt into the network by the PE and its exit at its destination.
to be free. If both a packet entering By and another entering A bound on the worst-case injection time (.., worst-case
by theN port request thé port at the same time, HopliteRT ) L

always gives the highest priority to the packet entering by tktmjee lay before a PE may be able to inject a packet into the NoC)

W port and de ects the packet entering by tNeport toward IS also proposed in [12]. However., as shown belgw by means
. of a counterexample that bound is incorrect as it may return
the E port instead (see Table I).

Example:In Fig. 1(b), both the red packet (entering by thgpt|m|st|c and hence unsafe results.
N port) and the green packet (entering by Weport) request
to go south. Since th&V port is given higher priority in the D- Counterexample to the WCIT Bound of [12]
routing policy, the green packet pursues its route toSlpert ~ The traf ¢ injection regulation protocol of HopliteRT is
while the red packet is de ected toward tleport. implemented using a leaky bucket implemented with two cas-
Note that because de ected packets travel alongxtagis, caded counter at each PE: 1) a rate counter and 2) a token
they will always enter by th& port, and hence will have the counter. The rst counter over ows every, cycles, where g
highest priority the next time they will require to go southis the it injection period of the programming elementi.
Therefore, the maximum number of de ections suffered by Bhen, the second counter is incremented on each over ow
packet can be upper bounded as discussed in Section IW@til it reaches a maximal valuex. The value of the token
Nonetheless, a packet may be de ected after each and eve@ynters determines the maximum number of its that the pro-
hop on they-axis, thereby leading to possibly large WCTTsgramming element can inject consecutively. The value of the
Additionally, HopliteRT implements a traf ¢ injection regu- token counter is decremented whenever a it is injected in the
lation protocol at each PE port in order to avoid programmirigetwork by .
elements to limit the number of packets that it may send inLet § denote the set of ows that con ict with the injec-
bursts when the output ports are available. This avoids soten of a packetp of ow fi by . Then, ( g) and ( g)
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(a) (b)

Fig. 3. HopliteRT* priority-based routing example. (a) Packet route requests.
(b) Situation after routing arbitration.

three packets of; will reach router(1, 2) at times 5, 9, and
10, respectively. Now, suppose that ofy injects a packet
at time 5. Then, the rst packet df will be de ected for a

de ne the cumulative burst length and injection rate of th%ec"”d time in route(d, 3). That s, the three packets fafwill

conicting ows, respectively. Waslyet al. [12], [28], [29] reach routg(l, 5) at times 11, 12, and_13, respe<_:t|vely. Since
. C : Cr M they all arrive at one clock cycle of the interval, this means that
proved thatif ( 7) < 1 (i.e., the cumulative injection rate of h f il be k h L
conicting ows is less than 1 packet/cycle) eventually theret eSportq router(1, 5) will be kept busy by the con lcting
ow f1 during three clock cycles, thereby contradicting (5).

will be available clock cycles, hence the injection ifwill L .

not be in nitely blocked. Then, (4) is presented as a bound We conclude th?t the analysis in [12], [28], and [29.] IS

on the WCIT of a ow f; injected by , assuming that the INcorrect because it forgot to account for .the fact that differ-

condition ( )< 1is slatis ed ’ ent packets of the same ow may suffer different numbers of
p

de ections on their route to their destination.

Fig. 2. Counter-example to the WCIT bound of [12] and [29].

weit= (kS 1) + B(p) 4
with V. IMPROVING HOPLITERT'S REAL-TIME CAPABILITIES
c In this section, we present HopliteRT*, a variant of
: p HopliteRT designed to: 1) introduce priorities in the routing
B(p) = 18 c ®) policy and 2) decrease the WCTT of high-priority packets
P while keeping the WCTT of low-priority packets bounded.
where ( F():) = 4o and ( F():) = E(U ). We prove a new WCTT and WCIT analysis in Section VI.

Note (5) above assumes that a conicting ow inherits the _ o
burst length and injection period of its origin router, i.e,, A Introducing Priority Levels
and | refer to the burst length and regulation period of the A requirement of many real-time embedded systems is to
origin router of ow fj. provide different quality of service to different classes of traf-
Now, consider the system presented in Fig. 2. It consists It is classically done by assigning different priorities to
of three owsfy, fp, andfs. f1 is injected in routel(1, 0) and those classes. Thus, we add a notion of packet priority in the
has for destinatior{1, 6). f2 is injected at(0, 1) and has for arbitration mechanism of HopliteRT*. It is based on two prior-
destination(1, 2). f3 is injected a{0, 3) and has for destination ity levels (low and high) routing scheme. Our main objective

router (1, 4). is to ensure that low priority packets cannot interfere with the
We are interested about the maximum blocking dé8gyp) WCTT of high priority packets.

suffered by a packetinjected to theSport of the route(1, 5). In HopliteRT, the packets coming from thW port always

The set of conicting ows g = {f1}, i.e., onlyf; may pass have the highest priority. Instead, in HopliteRT*, low priority

through theS port of router(1, 5) and block packep. packets coming from th&/ port will never be permitted to

Assume that the burst lengthy = 1 and the regulation de ect high priority packets coming from the port (see Fig. 3
period 1 = 4 atfi's origin router. Then, according to (5),for an example). That is, if a high priority packet coming from
the maximum amount of time th® port of the router(1,5) the N port [red packet in Fig. 3(a)] and a low priority packet
may be kept busy by conicting ows is given by(p) = coming from theW port [green packet in Fig. 3(a)] con ict

(C LS ( 5) = ULS (W) = 2 for the S port, then theN packet wins the right to use the

However, let us now assume thatinjects three packets atS port, and thew packet is de ected toward thE port [see
times 0, 4, and 8 (note that those times respect the regulatiig. 3(b)]. In any other case, the routing policy is the same as
period of 4 atfy’s origin router). Then, assume thiatinjects in HopliteRT (refer to Section IV-A and Table I). To implement
packets at times 0 and 4. This means that the two rst packekés new routing policy, the packet priority is encoded in its
of f1 will be de ected by packets of, in router (1, 1) while most signi cant bit. Table 1l summarizes the routing policy of
the third packet off; will not be de ected. Therefore, the HopliteRT*.
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!iQPO)

TABLE I
ROUTING TABLE OF HOPLITERT*

[ Input requests [ Routing decisions | Explanation ] _/ \_
WSE+N—=S W S E+N—S [ No contention. 3 FX 7 310}
WHP 5 S+ NLPS [ W - S+ N — E | High priority W — S 03 B o (0:1)
always wins; ty "
WHP— S+ NAP—=S | W = S+N—E | High priority W — S (32) @ XJ 1)
always wins; i
WEP 5 S+ NP8 | W - S+N—=E | W— S wins over N —
S of same priority;
WLP 5§ 4 NHP 48 | W - E+N — S | A low priority request 02 oz B
never wins over a high
priority one. (a)
N—-S+PE—E N — S + PE — E | No contention.
W - E+PE — S W — E+ PE — S | No contention. N
W —=S+PE—E W —S+... Not allowed. PE cannot ~
inject its packet; v [
> 2 »E
PEi > v
PEo;
= YVvYy
B. Ensuring Progress 3t/
Even though it looks bene cial, the new priority-based rout- J P
ing policy described in Section V-A is in fact extremely inef- $
cient; the WCTT of high priority packets remains unchangec ©

(only thEIT average-case traversal time |s.p9tent|ally requceg)g. 4.  Circulant topology of HopliteRT* and its router architecture.
but more importantly, the WCTT of low priority packets is nota) Circulant topologyC(16;1.4). (b) Equiv. grid representation. (c) Router
bounded anymore. microarchitecture.
Consider the red packet in Fig. 1(b). Since that packet was
de ected, it will hop throughS, routers (wheres, is the num- o ]
ber of routers on the-axis) before entering again in the sam&- Modi cation to the Router Architecture
router in which it was initially de ected. That is, the packet The new topology of HopliteRT* requires to slightly mod-
did not progress at all toward its destination after th&e ify the router design. Indeed, originally, in the particular case
additional hops. If the red packet has a low priority, it maywhere two packets arrive at the same instant in the same router
again be de ected in the same router, and again, it will ngvia the W and N ports) and that router is their destination,
experience any progress during the ng8xthops. HopliteRT would send one packet to the programming element
We prevent the lack of progress discussed above by chaagd would de ect the other to thE port. Then, the de ected
ing the network topology. We connect the routers togethpacket would travel around the whole row in order to reach
considering airculant topologyas shown in Fig. 4(a). In that its destination router once more and nally be sent to the PE.
topology, all routers are connected by a single unidirectioniilthe same approach was adopted in HopliteRT*, because of
ring (red links in Fig. 4). Then, every pair of routers that §e the change of topology, the de ected packet may have had
positions apart on the ring are connected by a bypass (gréenravel around the entire network (instead of just the current
and black links in Fig. 4). Equivalently, if we look at therow) before reaching its destination router for the second time.
network as a grid [see Fig. 4(b)], the main unidirectional ringhis situation causes a remarkable and unacceptable increase
(in red) corresponds to the rows of the torus whereBhgort in the WCTT of the de ected packet. We aim at solving this
of the last router in row numberis connected to th&/ port issue by allowing the programming element connected to the
of the rst router in row numbey + 1) modS,. Similarly, router to read both packets simultaneously. For this reason, we
the bypasses (green and black in the gure) correspond to tb@nnect inputs of the programming element to bothEleadS
links on the columns of the torus, where the last router inports of the router (instead of just tiSgport as in HopliteRT).
column is connected to the rst router in that same columiWe call those PEpand PEg in Fig. 4(c). That is, PEpshares
That is, in Fig. 4, the green links in the inset (a) correspornts wires with theS port and PEg share its wires with th&
to the green links in the inset (b). port. Additionally, a new wire is used to signal the availability
Thanks to this new topology, when a packet is de ectedf a message to the PE on theport. Sharing output ports
thenS, hops later, it reaches the same router as it would hawéth the inputs of the PE slightly increases the complexity
if it was not de ected. That is, the packet always progresses the logic in the router, but it avoids the implementation of
toward its destination even when de ected. Consequently, tegpensive multiplexers.
WCTT of all packets is: 1) bounded and 2) decreases inTo accommodate the arrival of packets on a PE’s output
comparison to HopliteRT (see Section VI). ports, we consider that each PE has two FIFO queues, one per
Note that the circulant topology does not suffer from theutput port. By connecting PEcand PEg to these buffers,
same limitations as the traditional ring topology as it is fullwe ensure that each PE will be able to serve two petitions
scalable. Indeed, the bypasses allow the NoC to have as mpeh cycle (i.e., one from Pkoand PEg) and, therefore, no
bandwidth as with a torus topology. backpressure is created in the network.
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We also consider that each PE has two FIFO queues (whidh hy(Xg, Yq) (Lemma 1),hy(Xg, Yg) (Lemma 2),nget(Xd, Yd)
may be implemented in software or hardware), one per priorifyemmas 3 and 5), anchei(Xd, Yg) (Lemma 6).
level, for its that are pending to be injected into the network. Lemma 1: The number of hops on the ring by a it of ow
High priority packets are injected rst in the network. Flitsfj to reach a destinatiofx, y) in a zero-load network is given
of low priority ows are injected only when the high priority by h‘,(x, y) = (xS x{) + S) modS..
FIFO queue is empty. That is, high priority packets do not Proof: According to our routing policy, each it travels rst
suffer delay due to low priority packets sent by the same Ptrough the ring from the origin router at coordingté, y;)
Additionally, in this article, we assume that there is no traf antil it reaches a router with the samxecoordinatex as the
injection regulator at PEs, that is, PEs can inject its as fastestination. According to the topology presented in Fig. 4(b),
as possible. However, we assume that each ow may havetla¢ number of hopbir(x, y) on the ring is thus(xS x{)) when
most one packet in the FIFO queue pending to be injected x, and (xS x'O + S) whenx < x,. That is, hir(x, y) =
in the network at any time instant. After injecting a packe{xS x, + S;) modS. [ ]
a new packet from the same ow can be stored in the FIFO Lemma 2: The number of hops on bypasses by a it of ow
to be injected in the network. In other words, we assume thfato reach a destinatiofx, y) in a zero-load network is given
fi, i  wcit. by hi(x,y) = (ySy,+ S) modS,, where

VI. BOUND ON THEWORSTCASE COMMUNICATION TIME y' - Y'o whenx XB Q)
(o]

i
In the previous section, we described HopliteRT*. In this Yot 1, whenx< x,

section, we propose an analysis of the worst-case COMMUL, - ot Remember that a bvoass in Fig. 4(a) corresponds to

nication time (WCCT) between two PEs connected witQI ' yp 9. 4(a) P

. . ink of a column of the modi ed torus in Fig. 4(b). L&, be
HopliteRT*. The WCCT of a packet is de ned as the sum . - g. 4(b) é?
. . ) . . the number of routers in a column, aggbe theY coordinate
of the maximum amount of time&vcit during which the last

it of the packet must wait in the PE before to be injecteé)]c the router _at which the packet stops travelmg_on the ring
. . . and starts using bypasses (i.e., the rst router with the same
in the network, and the maximum amount of tiwett taken

; X coordinate as the destination). Then, according to the router
by any it of the packet to traverse the network and reach '%éumbering shown in Fig. 4(by, = y. whenx  x, and

idseztemr?:dor;SThus, the WCCT of a packet pertaining to fw y,-o _ y"0+ 1 whenx < x{) avnd'the number'of homig(x,_ ¥) on
the y-axis of the torus iy S y, wheny y, andySy,+ S
wccet = weity + wcth (6) otherwise. That ishi(x,y) = (ySy, + S) modS,. (]
The maximum number of de ectionggef(x, y) that a it
may suffer until its destinatiofx, y) differ for high and low
priority packets. We analyze both cases in Lemmas 3 and 5.
Lemma 3: The maximum number of de ections suffered by
a it of a low priority packet with destinatiorx, y) is bounded
by ngef(X, y)  hp(X, y).
Proof: According to HopliteRT*'s routing policy, a low
We start by deriving a bound on the WCTT of any itpriority it entering from the W or N port may always be
of a packetp. A bound on the WCIT will be proven in ge ected. Therefore, a low-priority packet may be de ected

wherewcit; is the worst-case injection time amdctt is the
WCTT of ow fj. To avoid notation clutter, we omit to specify
the index of the ow when referring to their WCTT and WCIT
when there is no ambiguity.

A. Worst-Case Traversal Time

Section VI-C. _ _ as many times as it may try to use a bypass, hgtimes. m
wett = nihops(xd’ va) + nidef(Xd, V) X Cdef @) de ected in two successive routers on the same column (i.e.,

_ two routers directly connected to one another by tigand
where n'hops(xd, ya) is the number of hops in a network withN ports).
zero load (i.e., when the it does not suffer any de ection) Proof: We prove this lemma by contradiction. Consider that
until its destinatior(Xg, Ya), Nyef(Xd Ya) is the maximum num- the high priority it is de ected in two successive routeR
ber of de ections suffered by the it on its route until itsand R on the same column of the modied torus (i.e., the
destination, andger is the cost of a de ection. As for WCTT S port of Ry is connected to thél port of R). Because the
and WCIT, in the following, we omit the superscriptof it is de ected in R, then, according to the routing policy of
n'hops(xd, yd) and niy{xd, ya) when there is no ambiguity on HopliteRT*, it must have entered by tt¢ port of R.. That is,

the ow to which it refers. it must have exited® by the S port. Since the it leftR¢ by
The termnpgps is de ned as the S port, it means that it was not de ected R, thereby
MhopdXa, Ye) = (s, Ya) + Polxa,ye) + 2 (8) 'eadind to a contradiction. -

Lemma 5:The maximum number of de ections suffered
wherehy (Xg, Yg) andhp(Xg, Yq) are the number of hops on theby a it of a high priority packet with destinatiorfx, y) is
ring and bypasses, respectively, until the destinafignyg). bounded byngei(X, ) hp(X, Y)/ 2 .

The additional two hops account for the injection (at the sourceProof: According to the routing policy of HopliteRT*, a
node) and exit (at the destination node) of the it into andtigh priority it can only be de ected when it enters by the
from the network. In the following, we prove upper bounds! port of a router. That is, it can only be de ected when it
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travels along bypasses. Moreover, a it can only use bypasdgs [i.e., h}o(xk, yk) = 0]. Furthermore, it may request leav-
that belong to the same column (i.e., saieoordinate). ing by theS port of R¢ only if its destination is on the same
By de nition of hp(x,y), the it under analysis does at column of the modi ed torus thai (i.e., x;= X). ~ H®
most hp(x, y) hops through bypasses, all of which are con- Lemma 9: ‘kN E = {f: hy(, Yk) = 0 h(xy, Yy >
secutive links of the same column of the modi ed torus, ank (x, i)}
at most(hy(x,y) S 1) of those hops can be made by enter- Proof: According to the modied DOR routing policy
ing by theN port of a router. Furthermore, by Lemma 4, adopted by HopliteRT*, anonde ected ow fi may enter by
high priority it cannot be de ected in two successive routershe W port only if it does not need to use any bypass to reach
on the same column of the modi ed torus. Therefore, the iR [i.e., hib(xk, yk) = 0]. Furthermore, it may request to exit by
under analysis may be de ected in at most half of the routerie E port only if the number of hops it must do on the ring to

e, in (ho(xy)S1/2 = hy(x,y)/2 routers, which reach its destination is larger than the number of hops it must
proves the lemma. Note that the last equality holds becawd® on the ring to reack [i.e., hir(x'd, Yy) > hir(xk, V)] m
hp(x, y)  N. B Wedene deEp and deEJ as binary functions that return 1
The additional cost in terms of hops introduced by eaghhigh and low priority ows may be de ected in the router
de ection is analyzed in Lemma 6. 3 R, respectively.
Lemma 6:The cost of a de ection igget = S S 1. Lemma 10:Let R, be the router directly north tB, then
Proof: When a it is de ected, it must hop througts, N S _
routers on the ring to reach the same router as it would have Lok hp =
if it could have used the bypass instead, i.e., thoBgtouters deﬂ:p = WS hp= def®=1  (10)
instead of 1, thus leading to an additional costSpS 1. m 0, otherwise

Injecting all the bounds proven in Lemmas 3, 5, and 6 into

(7), we can compute the WCTT of any it of any ov. Proof: According to HopliteRT*'s routing policy, a high

priority ow can be de ected to theE port only if it is a ow

incoming by theN port that con icts for theS port (i.e., there
B. Improved Analysis for the WCTT must be L“ S hp= ). Furthermore, con icting ows must

The analysis proposed in Section VI-A only useQ? of high priority too and must bg incoming by tké port.

information on the packet under analysis and does not reN/Ice the ows that were de ected iR, are the onlyde ected
on any information related to other communication ows thaPWs that may enter by thaV port and request th8 port of
may be transmitted in the system. That analysis is thus usefy there must either be dgf= 1 or there is at least one
for dynamic systems where the set of communication owdonde ected owentering by the port and requesting th®

. . L ; w S -
may vary over time. However, it may also be pessimistic ROrt (i-€., hp= ). _ u
more information on the system is known. Indeed, the analysis-émma 11:Let Ry be the router directly north t&, then
of Section VI-A always assumes that the packet under anal- 1, Il(\l S hp=
ysis will suffer the maximum number of possible de ections. W S i

; . : . K Ip = defy = 1
This may never happen in the real network if, for instance, / N s
there are no other ows using the same route tipamn this  def = 1, Ip = (11)
section, we derive more precise boundsmggr based on the \kN S= def,? =1 deﬂgp =1

knowledge of the actual set of ows that can interfere with
the transmission of the packet under analysis.

To derive the sets of ows that may interfere with a packet Proof: According to HopliteRT*'s routing policy, a low pri-

p under analysis, we rst de ne the sets! S, W S and ority ow can be de ected to theE port under two possible
E S as the sets of ows that traverse a roufy from the scenarios: 1) it is a ow entering by thé/ port that con icts

0, otherwise

N to S ports, fromW to S, and fromW to E, respectively, for the Sport (i.e., K S Ip N %With a high priority ow
assuming that no de ection ever happens in the network. €oming from theN port (i.e., hp=);or2)ifitisa
Lemma 7: El S = {f | (Xid = %) hib(Xk vi) > 0 ow coming from the N port that con icts for theS port (i.e.,

. N . . ! N S _ . .
o, vl B O, Vi) K Ip = ) with any ow coming from theW port. We

Proof: According to the modied DOR routing policy 'emind that the ows that were de ected iR, are the only
adopted by HopliteRT*, a owf; may request to leave by thed® ected ows that may enter by th&V port and request the
S port of R only if its destination is on the same column ofS POrt of Re. Therefore, for scenario 2) to happen, there must
the modi ed torus tharRx (i.e., X, = x) and its destination is be def = 1 or defP = 1, or there is at least omeonde ected
eitherRy or further south thay [i.e., hL(x, y4)  hL(x, yi)l. oW entering by theW port and requesting th8 port (i.e.,

Furthermore, a ow cannot enter by teport of R¢ if it must . ° = ). Scenarios 1) and 2) directly correspond to the

not perform at least one hop on a bypass to re@gh.e., we st and second case in (11), respectively. u

must havehl (x, yk) > O. n The functions d({fl and def allows us to identify the set of
Lemma 8 WV S={fi:(x,=x) hi(xy = O} routers in which a it may be de ected. Therefore, thanks to

Proof: According to the modied DOR routing policy them, we can now compute the maximum number of de ec-

adopted by HopliteRT*, aonde ected ow f; may enter by tions a it may suffer on its route to its destination. We rst
the W port only if it does not need to use any bypass to reaélgrive such bound for low priority its in Lemma 12.
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Lemma 12:The maximum number of de ections sufferedC. Worst-Case Injection Time

by a it of a low priority packetp of ow fi with destination | the previous sections, we derived upper bounds on the
(x.y) is maximum traversal time of any it of a packet In this sec-
tion, we provide an analysis for the worst-case injection time
of p.
Nder(X, Y) = deff (12) e rst discuss the best case injection scenario (Lemma 14)
Rc RP(p) for ow fj. The worst-case injection scenario is then discussed
in Lemma 15.
by N o o Lemma 14:In any time interval of length, the ow f; can
whereR®(p) = {Rc | %= X Y= (Yo + 1) modS, j = yangmit at mosti(t) = minft, (t+ weit)/T; C} its.
0,..., hp(x,y) S l}'b ) Proof: Since at most one it can be sent yevery clock
Proof: The setR”(p) contains all the routers on the Sam%ycle, it holds that
column x than the destination of owfj and that are on its
route to its destination. That is, those routers betweenythe i t (13)
coordinatey!, and the destinatioy of the ow. Therefore, it .
contains aIIc'Ehe routers in which a packeffofnay be de ected Moreover, letwei be the WCIT suffered by any packet of

(since a packet can only be de ected in a router on the sa é‘vh fi Then’;i .t'nJeCtSktTe moit Iisf N artl) 'F“er?’a.' Otf I((j—:-r:jgth
column of its destination and that is on its route to its destli-w €n one of IS packet was kept from being injected during

nation). Since, by Lemma 11, (.Jﬁafeturns 1 if a low priority wcit; cycles before the beginning of the interval that packet

packet may be de ected in rout&, and 0 otherwise, the sumStarts to be injected right at the start of the interval, new pack-
{r ' . . ets are generated with their minimum interarrival tifheand
R« Rb(p) defe returns the total number of routers in which” =~ _ : _
a packet off, may be de ected. no it of f; suffers blocking during the interval of length

The procedure to compute the maximum number of de e(L:gnder such conditions, we have

tions for a it of a high priority packep is a bit more complex. (0 t+ weit
Let us rst de ne the setRYf(p) as the set of routers in ' T
which a it of the high priority packetp under analysis may

iR defry) = b p_
be de ected. ThatisR“(p) = {R«| R« R”(p) dei’; =1 the minimum of (13) and (14) is an upper bound qgft). =

b . . .
whereR®>(p) is de ned as in Lemma 12. The size of that set oy that we discussed the best case scenario, we consider
is obviously an upper bopnd on the number of de ections thgto \vorst-case delay that a ow may experience to inject a
may be suffered by a it ofp. However, that value would oo cyet in the network. To ease the discussion, we denote by
be very pessimistic. Indeed, according to Lemma 4, the sams the set of ows that con ict with the injection of a packet

high priority it cannot be de ected in two successive router% at routerRy. Let us assume that the set of con icting ows
in the same column of the modi ed torus. Lemma 13 integrate<C i known. We can upper bounacit as in Lemma 15.

that information to compute a tighter bound on the maximum’y oy ma 15:Let p be a packet of owf; injected at router

number of de_ ectior;gf suffered by a it op. _ Rq with coordinategx, y). The WCITwecit; caused by ows
Lemma _13"-de']EG (p) be a graph that contains one vertex,, joting with packet p is given by the smallest positive
per router inR“'(p), and such that any two verticd4 and solution to the recursive equation

V; of GYf'(p) are connected by an edge if the rout&sand

C. (14)

Since the minimum of two upper bounds is an upper bound,

R corresponding to those vertices are direct neighbors (i.e., WCit; C+ jweit+ Jj+ 1 (15)
they are connected by®& N link). The maximum number fi 1y §
of de ections suffered by a it of the high priority packei _
is the size of the maximum independent seGSE{(p). whereJ; = n‘def(xk, Yk) X Cgef @and
Proof: The maximum independent set of a grap#f(p) is e
the largest subsed of vertices ofGYf(p) such that any two I = Fio ifprio; = low

vertices inS is not connected by an edge @f€'(p). Fi hp, if prio; = high

Since vertices inG%f(p) are connected by an edge if and Proof: According to HopliteRT*'s routing policy, PE will
only if they are neighbors in the NoC (i.e., they are connecté@ able to inject the last it of packep as soon as: 1) all
by aN  Slink), the maximum independent s8tof G%f(p) its previously pending in the FIFO queues of have been
contains the largest possible number of routers fRA%(p) injected and 2) there is one clock cycle where no packet from
that are not connected by& N link. That is, it contains other PEs con icts for the same output port thanThis hap-
the largest number of routers in which a it of packeimay pens as soon as the length of the interval is larger than the
be de ected and that are not successive routers in the samaximum number of pending its that must be injected by
column of the network. Therefore, it contains the maximumg and the maximum number of its generated by con icting
number of routers in which a it op may be de ected while ows injected by other PEs that conict to access the same
respecting the constraint set by Lemma 4. H output port during the interval.

The new bounds on the number of de ections provided The term referred to in point 1) is given by the maximum
in Lemmas 12 and 13 can then be used instead of thosenimber of its that may be generated by ows ory that
Lemmas 3 and 5 to compute the WCTT with (7). are ahead op in the FIFO queues of x. Since each ow
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may have at most one packet in the FIFO queue at a tirhemmas 18 and 19. However, to computé and E we

(see Section V-C), we have that the maximum number of itswust rst de ne the set Eef of ows that may be de ected
ahead ofp is strictly smaller than ¢ ¢ Ci. Furthermore, in router R,. We further divide that set in ?°~"Pand 2™
according to Section V-C, low priority ows injected byk — gch that deL"Pjs the set of high priority ows that may be
cannot block high priority ones. Therefore, if the priority prio

. def _Ip . I
of f, is high, then strictly less than e its may be de ected inRy, and is the set of low priority ows that

. " def _— def_hp  def Ip
sent ahead op in . Summarizing, at most may be de ected irR. By de nition, [*'= K
Lemma 16:
c $1 (16) defhp_ N S hp if defEF_’: 1
k otherwise

fi Tk !

its generated by y (with 1 de ned as in the claim) may Proof: According to HopliteRT*'s routing policy, only high
interfere with the transmission of the last it of the packet Priority ows entering by theN port and contending for the

under analysis. port can be de ected (i.e., all ows in ! S hp). Therefore,

To compute the term referred by point 2) in the explanatiorﬁef_hp: {2‘ S hp when de ections may happen in router

above, consider the ow; that may con ict with the packep R (i.e., when de[jp = 1). If no de ection may happen in
under analysis (ief ). By denition of m (XY, R (i.e., def’ = 0), then the set of de ected ows iR is

its from f; will reach the router(x, y) in no less than obviously empty. n
n’ho {X Yk) clock cycles. That is, théast it generated by Lemma 17:

fj tﬁat may con ict with the injection ofp must have been WS N S def : Ip

o : ol def_Ip _ K K n Ip, if def; =1
injected in the NoCno later than hOIOS(xk, yk) clock cycles K otherwise

before the endf the period during whiclp is interfered with.
Similarly, according to (7), its from ow fj will reach the with R, being the router directly north tB.

router (X, Yk) in no more thar(n‘hops(xk, yk) + n‘def(xk, Vi) % Proof: First, remember that according to HopliteRT*’s rout-
Cdef) clock cycles. Thus, thest it generated byj that may ing policy, any ow that is de ected inR, (i.e., ows in
con ict with the injection ofp must have been injectew ear- 97 will enter in R¢ by the W port and compete for the
lier than n’hops(xk, V) + n]def(xk’ Yk) X Cgef Clock cyclesbefore S port. Furthermore, any low priority ow entering by the
the startof the interference wittp. Therefore, the length of N or W port and contending for th& port can be de ected
the interval during whicH; may inject its that conict with ~(i.e., all ows in { W/ S [ S I€} Ip). Therefore,
the packetp under analysis is given byt = wcit + 1S Sef—hp:{ wes NS defp when de ections may
NhopsXk: Yk) + MhopdXi, Yi) + My, Yi) X Caef = WCit + Jj, happen in the routeR (i.e., when de{f = 1). If no de ection
whereJ; = (X, Yi) X Cdet and (wcit; + 1) is the duration may happen iR (i.e., def’ = 0), then the set of de ected

of the time interval starting whep is inserted inR¢('s FIFO  ows in R, is obviously empty. u
queue and nishing when the last it op is injected in the  Now, we can de ne Sand E.
network. Lemma 18:The set of ows coming from other routers that

As proven in Lemma 14, a ovij can inject at mostj( ) con ict on the S port of routerRy is given by $= N S

packets in the network in any time interval of lengtht. W s def \whereR, is the router directly north t.

Therefore, all the ows that may interfere with the injection "proof: The S port of the routerR¢ may be kept busy by
of packetp can inject at most any ow entering by theN or W port of R¢ and requesting
the S port. Since according to HopliteRT*'s routing policy,

. weiti+ g+ 1 17 the only de ected ows that may enter by th& port of Ry
i« and request th& port are those de ected iR, (i.e., ows in
its that may con ict with p. defy the set of all ows that may request ti&port of Ry is
Combining (16) and (17), we get thatmay inject its last & = WV S % (where )} S W Sis the set of all
it as soon as ows that were not de ected that may ent&k and request
the S port). [ ]
weit; + 1 c S1+ | weit + J+ 1. Lemma 19:The set of ows coming from other routelzzrs_that
Bl . c conict on the E port of the routerRk' is given by k=
boK o 5o WS Ref whereR, is the router directly
Hence proving the lemma. m north toRx and
The set of ows E con icting with the injection of a packet def def
p at a routerR¢ is composed of all the ows injected by other ring = ) o (19)
PEs that may request theor S port of R¢. That is R (> X Y1=W%SD) (4<% N=YW)
cC_- S E Proof: Let R, be the router that is directly north tBy
K= Kk K (18)

[i.e., router at coordinategx, yx S 1)]. Then, according to
where Ifand E are the set of ows that may request theHopliteRT*'s routing policy, the only de ected ows that
S and E port of Ry, respectively. We de ne kS and E in may enter by theN port of R and request th& port are
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RESOURCESUTILIZATION OTFABB,L(Egl:\I,OcS IN MID-RANGE FPGA solution for such FPGA platforms unlike virtual-channel-based
NoCs.
[ NoC [ LUTs [ % Resource utilization of the platform ]
ProNoC 100000 20%-150%
IDAMC 83000 18%-127% B. Ana|yses Results
CONNECT | 96000 20%-147%
HopliteRT* | 5632 1.1%-8.5% In this section, we provide experimental results by comput-

ing the WCTT and WCCT of sets of communication ows
those that were de ected in routers located betw&nand generated under different system con gurations, (i.e., distinct
R on the ring of the NoC [i.e., any routd® such that NoC sizes, number of ows, and traf c patterns).
x>x ¥=wS1 (< x ¥ =YW] The set NoC Latency Boundd\le generated sets of ows according
of all those ows is provided by ﬂﬁ;. Therefore, theE port to two traf ¢ patterns: 1yandom: the origin and destination
of R may only be requested by the ows inﬁﬁg :(N E poordin_ate; are randomly ggngrated using a uniform probgbil-
where Xv E is the set of ows that are not de ected in any'ty distribution of a ow to orlglna}tg and target any router in
router and request thE port of R¢ (note that there is no 1€ neétwork and 2plizone : origins are randomly gener-
ow that may enter by theN port and request th& port). ated but the same destination co_ordlr_1ates are aSS|gr_1ed to all
dhe ows. A priority level (low or high) is randomly assigned

Finally, the routing table of HopliteRT* (see Table II) doe ; s
not allow a packep to be injected by the PE toward tie to each ow. The number of high priority ows was roughly

port whenever there is packet enteriRg by the W port and kept at 50% of the total number of ows in the ne'two.rk. The
requesting theS port. Thus, the set of all ows entering bynumber of its of packets released by a communication ow

the W port and requesting ths port (i.e., \k/v S gef as Was randomly cho?eg bet_wegg 1 and 5, and their interarrival
proven in Lemma 18) must be added to the set of con ictinEjmeS were generated as in [33]. .
ows, proving the lemma. - In Fig. 5(a) and (b), we provide the results computed

The results of Lemmas 18 and 19 can then be used 3% Using the analysis of HopliteRT [12], [29], the analy-
compute the WCIT using Lemma 15 and (18). sis presented in Section VI-A, and the improved analysis of
Section VI-B. We show the evolution of the maximum and

average packets WCTT for an increasing number of ows in
} ) a 16x 16 network considering eandom traf ¢ pattern. Each
A. Implementation of HopliteRT* point in the plot is the result of 100 experiments. We varied
We implemented HopliteRT* with the hardware descripthe number of generated ows from 10 to 300 by steps of 10.
tion language Verilog taking advantage of the possibility of The maximum WCTT observed over all ows for both
fracturing the look-up tables in recent FPGA platforms. AdopliteRT and HopliteRT* is roughly the same. This can eas-
64-bits HopliteRT* router synthesized for a Xilinx Virtex-7ily be explained by the fact that HopliteRT* has the same
485T FPGA requires 88 LUTs and 139 Flip-Flops (FFs). It is/CTT bound than HopliteRT for low priority ows. However,
only three additional LUTs (after fracturation) in comparisohigh priority packets see their WCTT drastically reduced in
to HopliteRT. Note that a single HopliteRT* router require$lopliteRT*. It is even more visible when looking at the results
only 0.03% and 002% of the total number of LUTs and FFsreturned by the improved WCTT analysis, which reduces con-
available in the Xilinx Virtex-7, respectively. siderably the analysis pessimism by considering the actual set
Next, we connected the router to a Microblaze soft core anfl ows that may interfere with each other. We also see that
synthesized a 4 4 network for a Virtex-7 485T using Xilinx the improved analysis gain reduces as the number of ows
Vivado. We computed the maximum operating frequency amcreases. This is expected since the number of interfering
obtained 275 MHz for both HopliteRT and HopliteRT*, ows and hence the number of de ections that ows may suf-
thereby showing no degradation when adopting HopliteRT*fer increases when more packets are injected into the network.
Table Ill shows an approximation of the resource utilizaEven though, we show that the average WCTTs of high prior-
tion for the implementation of HopliteRT*, ProNoC [30],ity ows remain considerably lower than that of other ows.
IDAMC [5], and CONNECT [31] in a Xilinx Kirtex-7. We also show that the modi cations of HopliteRT introduced
Contrary to the Virtex-7 that is targeting rather high-enth this article allow at least aX2 improvement on the worst
applications, the Xilinx Kirtex-7 is a mid-range product thadnd average case traversal time of high priority packets, with-
exposes approximately between 65600 and 477760 LUt impacting the quality of service of low-priority packets,
When we synthesized a single ProNoC router with two VGand up to & improvement on the average traversal time when
(equivalent to two priorities), it required 1574 LUTs, andhere are few ows. With all2one traf c pattern (see [34,
according to [31] and [32], a router of IDAMC required 300 Fig. 7]), the improved WCTT bound of HopliteRT* returns
LUTs, and one of CONNECT approximately 1500 LUTsthe same result as the simple bound of Section VI-A. That
Thus, as reported in Table 1ll, to implement ar 8 ProNoC can be explained by the fact that most packets compete for
NoC, we need 100000 LUTs (IDAMC: 83000 LUTs and the same resources (i.e., links and routers output ports) since
CONNECT: 96000 LUTSs), leaving very little space, if any,their destination is the same. Hence, the number of con icting
for the computation logic. Those NoCs are thus too expemmws and the number of de ections increase considerably for
sive for such platforms. Conversely, an 8 HopliteRT* NoC all the packets in comparison to the random traf ¢ pattern.
consumes only 5632 LUTS, i.e., between 1.1% and 8.5% of theln Fig. 5(d) and (c), we show the average and maximum
Xilinx Kirtex-7 resources. Therefore, HopliteRT* is a suitablaVCCT of a set of ows with the origin and destination

VIl. EXPERIMENTAL RESULTS
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Fig. 5. Experimental results for a random traf c pattern. (a) Max WCTTx166 NoC. (b) Average WCTT 18 16 NoC. (c) Max WCCT 4 4 NoC.
(d) Average WCCT 4 4 NoC. (e) Avg. measured WCTT> 4 NoC. (f) Packets WCCT 4 4 NoC.

%10°

routers randomly chosen in ax44 NoC. Those results were 3
obtained by using the improved analysis of HopliteRT* and
that presented in [20] by Liwet al, which is an improved
analysis of that proposed in [33] and [35] by Shi and Burns.
To establish a fair comparison, we assume two VCs (i.e., two
priority levels) for the analysis presented in [20]. We observe
that the analysis by Liet al. performs better than that of
HopliteRT* in terms of average and maximum worst-case
communication time in most cases. We assume that it happens 4

because [20] considers that each ow can only have one packet
traversing the network at the same time, while HopliteRT* e ‘
supports the transmission of multiple packets from the same
ow simultaneously, leading to more possible contentions, as IR
well as, more pessimism in the HopliteRT*'s WCIT analy- 5 10
sis. However, we recall that a router similar to that assumed

by [20] is likely 10-20 times more costly from a hardwareig. 6. Experimental results for the case study.

viewpoint than a HopliteRT* router (see Table III).

We also use an autonomous vehicle application that hsiace their periods/deadlines are the shortest. In Fig. 6, we
been studied in [6] and [20], to compare the improved anahow that the WCCT of 14 ows is noticeably better with
ysis of HopliteRT* and that by Litet al. The application is HopliteRT* in comparison to Liuet al's analysis [20]. The
composed of multiple tasks that rely on 38 trafc ows toWCCT of 12 ows is noticeably better with Liet al's anal-
communicate. The application is mapped on 16 PE connecigdils, and the last 12 ows have comparable results with both
to a 4x 4 NoC. The parameters of traf c ows and their ori- analyses. Therefore, we conclude that on a real use case, there
gin and destination routers are kept the same as those usedo analysis that dominates the other.
in [6]. The priority was assigned according to their period and RTL Simulations:We performed cycle-accurate simula-
deadline, that is, owsgSfso were given the highest priority tions of HopliteRT and HopliteRT* using HDL Verilog

I i et ol. I HopliteRT*

25

Worst Case Communication Time (in cycles)

v

15

T

25
Flow
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implementations of 4« 4 NoCs. We con gured each PE to [9]
inject one, two, or three ows in the network. We generated
ows with a random traf ¢ pattern and random priorities. Theio]
interarrival times of ows were randomly chosen within the
set{100, 200,..., 100G. The utilization of each PE was set af11]
20%, then the utilization of each ow from the same PE was
generated using [36]. The number of its in a ow is given(y
by multiplying its utilization by its interarrival time. The it
size was set to 64 bits.

In Fig. 5(e), we provide theneasuredaverage WCTT for
HopliteRT and HopliteRT*. We observe that packets reaqlﬂﬂr]
their destination considerably faster with HopliteRT*. Note
that the WCTT of high priority packets is higher than that
measured for low priority ones in HopliteRT. That is due t@5)
HopliteRT not making any distinction between high and low
ows. However, we show that by using HopliteRT*, the quali1e]
ity of service is guaranteed to ows of high priority, and hence
their WCTT decreases. We provide the measured averagg
WCIT and WCCT in [34, Fig. 8].

In Fig. 5(f), we present the measured average WCTT i
HopliteRT* for a set of 32 ows against the improved version
of the bound introduced in this article. In this experiment, ea h
PE can inject packets from two different ows in the network.
We observe that our approach provides safe and mostly tiéﬁﬂ

upper bounds on the WCTT for high and low priority ows.
[21]

VIII. CONCLUSION [22]

We presented HopliteRT*, a new NoC design with improved
timing performances at a marginal increase of the hardwaze]
resource utilization in comparison to HopliteRT. The circu-
lant topology adopted by HopliteRT* reduces the number qfz]
de ections and therefore, the WCTT of high priority pack-
ets. We identied an issue in the analysis of HopliteRTzs5)
and proposed a new timing analysis for HopliteRT*. We
also provided a complete implementation of HopliteRT* ifpg;
HDL Verilog. Both cycle-accurate emulation of the NoC on
a Xilinx7 FPGA and synthetic experiments show importansy,
performance improvements in comparison to the related work.

(28]
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